
 

Continuous distributions
Poisson distribution
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We could fit this figure with a simpler
function Gaussian or Normal distribution
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Playing with dices
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With 3 dices PLH
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The more duces we throw the smoother the

histogram su there will be

In the limit of infinite dices the distribution
becomes exactly a Gaussian It even works

even if each random variable es not uniform
as long as they are Independent



Central limit theorem the sum of independent
random variables tends to a Gaussian
In general the Gaussian is given by
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1 The mean µ T standard
2 The variance T2 deviation

Interpret tal as a density of probability
for a Continuous variable

Now C112 Is a continuous variable

fCH is not a probability flaco 1

What's the probability of finding X LEE OX
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P X flaco AX Probability that the continuous

variable will return a value between
Xo and Xo 1 OX

We can only ask the probability to get a
number in a window
For Ox DX differential of dx 1
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Averages
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